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Abstract— (fomplex systemsdare cg_mposad olf many rElet-tion take place. Their basic properties are presented in [4],
erogeneous elements organized in a hierarchical way, whos : ; .
mutual interactions make emergent collective behawors_tog’ve mgntlon he.re the most important o.nes..
aPpear at the highest levels of observation. In some kind - A hierarchy in the structural organization may be de-
of complex systems, especially in biology as shown by theg. ., 04
integrative physiology theory [ ], space and geometry have ' o o ) o
a significant r]QIe |n|_the(:j S|muhagofn resu(ljts". n thlg papeir - Feedback circuits exist in the functional organization of
we expose a formalized method for modelling and simula- ; ; .
tion oﬁcomplex system. going from structural modelling to the system, and in a hierarchy between these circuits as
cz_lynamlé: %lmulanondwhlloe integrating gleometrlﬁal m;‘(orr(ya;c well.
tion in behavior study. Our solution relies on three kind o e ;
concepts and techniques: hierarchical graphs for modelling ~ The SyStem_ ex_hlblts_some eme_rgent properties.
%he shystem sft_ructure a]}nd organllzéeinonéi eigler's formallstf,_ - The dynamics is typically non-linear.
or the specification of agents and a space aware Multi ; ; ;
Agent System for agent- asecg simulation. It is shown how One Of_ the most Importz.imt tasks _'n studying complex
complex system simulation benefits from the combination of systems is the representation of their structure. Using the

agent-based simulation and DEVS?' . modelling techniques summarized by Jennings in [13] (de-
Keywords— complex system, hierarchical graph, agent-

based simulation, DEVS, geometry, multilevel and multi- COmposition, abstraction and organisation), modelling a

scale analysis, integration. complex system becomes more tractable and a hierarchical
graph (detailed in the next section) can be used to repre-
. INTRODUCTION sent the structure and the communication inside these sys-

Althouah th . N idel ted definit tfems better than types of models such as equation-based
ough there IS not a widely accepled detinition ot .o 1ar automata models. Indeed, equation-based mod-

complex systems, it is commonly recognized that they g i give a (mathematically) formalized, synthetic compre-

formed of many heterogeneous elements organized in alllcion of the studied phenomenon, but they are diffi-

erarch!cal way vx_/hose mutual mteractpns make emerg rl]ﬁt to improve because of the absence of modularity, and
collective behaviors to appear at the highest levels of o

i only offer the vision at the macroscopic level behavior be-
servation. - ) ) cause they use aggregate parameters. Cellular automata
Moreover in biology, as shqwn by the mtegrgtlve physlé a framework to explore the dynamics of complex sys-
olog_y theory [6], shace and time appear both in the sP %gns whose components are distributed spatially. Time
of S|gnal propagation (humpral, elt_actncql or chemical nd space are represented in a discrete way. But neither
and in the changes of spatial relationships between ee'terogeneity of the complex system components, nor con-

ments (embryqlogy)' . Th_is aspect is often ne_glected bHFluous variations can be easily studied with the cellular
although oversimplifying is acceptable in the first appProXs tomata formalism

|ma_1t|on, space has a significant meaning in b|olqu. WeMulti-agent systems are a better candidate for modelling
believe that the fl_Jture belongs to models that can integrate <tucture of complex systems. This approach aims to
and use geor_netncal data. We propose here a method apéip?esent a complex system with a set of interacting au-
set of formalisms for stL_demg C.OmP'eX systems that 9%homous entities, the agents. This technique has an im-
from structure to behaviors, taking into account space aﬂgrtant role to play since we wish to study the system be-
geometry. _ havior at a macroscopic level and we know that is the re-
A complex sy;ier_n is composed of a set of componerg%m of interactions at microscopic level. The hierarchy as
each of them being itself a set of sub-components, in Whlm” as the geometry are well supported there. On the con-
various interactions between different levels of organiz?rary to equation-based models, multi-agent models focus
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Il. A FORMALIZED METHOD B. Zeigler formalisms

We have developped our study of complex systems onThis set of formalisms was chosen thanks to its capacity
an interdisciplinary approach, using both mathematic#d, integrate heterogeneous models, its coupling possibili-
biological and computer sciences concepts. In short, Wes and its hierarchical decomposition feature.
propose a method for studying system that goes fromZiegler's set of formalisms (DEVS, DESS, DTSS,
structure to behaviors, as symbolized in fig 1. The first sSt&fEV&DESS, [18]), allows the system dynamics specifi-
is, from the real system, to describe the system structucation in a modular and hierarchical way that is based on
and functional organization using a hierarchical grapthe definition of two types of models: atomic models and
Then, the behavior of each node (class of components) weidlupled models. Atomic models are used to specify ele-
be described by Zeigler formalism [18]. Lastly, a spaagaentary input/output behaviors. Coupled models are de-
aware multi-agent system will be used as an exploratifined by specifying how basic models (atomic models or

environment to observe the system dynamics. coupled models at the lower level) interconnect. A cou-
pled model can then be considered as the basic model

of a higher level coupled model. In parallel, Zeigler has

:g> — also developed the concept of abstract simulator. An ab-

P stract simulator represents an algorithmic description of

ler  2e tim. e tim. de tim.
i,

implicit instructions for generating DEVS models behav-

Fig. 1. From sructural modelling to behavior simulation iors. Moreover, the separation between modelling and
simulation does not compel us to redefine simulators for

newly defined models. In addition, recent work shows that

A. Hierarchical graph DEVS can "encapsulate" equation-based model ([18], [8]).

Graph is a structure that is used in the modelling of Vepgﬂs formalism is thus well adapted to th(_e specification of
diverse situations and, expressed as graphs, many uigmulti-agents models when the constituted models can
problems could be brought back to traditional problenp? expressed n DE_VS' Note tha_t Zeigler formalisms deal
of the graph theory: shortest path, cycle detection, coly With the behavior of the studied systems, the geomet-
nected components, etc. From a modelling point of vie\y\'/,Cal |nformat|on canrlot b_e taken into accognt. ]

the graph appears as a coupling intermediate between thBEVS is @ formalism introduced by Zeigler in 1976.
physical system and its associated mathematical model] S formalism is based on an abstract mathematical ob-

hierarchical graph offers the ability to represent and vidfct called system, which can be approximated with an au-
multiple levels in the structure and in the functional orgd@maton. Basically, a system is described by a time base,
nization of the system. input, state, output and function for determining the next

A hierarchical graph (see [9] for a detailed definition%tg"te_anOI output for a given gtate. Two founding types,
has two types of nodes: atomic and complex. atomic and coupled, are described.

- The atomlc_node is the leave of the hierarchy and dog_sl Atomic model

not have any internal state. _ _ _ _
- On the contrary, the complex nodes have an internalThe atomic model is the basic element of DEVS (see fig
state, which is another hierarchical graph. 2), it has the following structure:

A complex node contains a hierarchical graph which 4 =< X, Y5, 0int, beat, A, ta >
may contain other complex nodes in a recurrent schemeX : input set which is the value of input events;
In other words, any complex node in the hierarchical graphY” : set of output value;
may be a component of another complex node of a highef5 : set of state;
level. Using hierarchical graphs for modelling (i) the strue- din¢ : internal transition functions. Itis used to describe
ture and (i) the organization of the system enables mulgtate transition due to internal events;
scale analysis and viewpoints on both the structure and #hé..: : transition functions due to external events;
organization. Classical graph tools such as cycle detection : output function which generate external events at the
appear to be useful for the analysis of the system. In tAgtput;
end, a unique complex node represents the whole compiese : time advance function;
system, assumed that each of its components is possiblAt any time, the system is in state In the absence
a complex node: the entire system is just the one in tb&external event, system remains on current state during
highest level in the hierarchy. the time given by the time advance functiem On the



o« FOC : external output coupling connect component
output to external output;

« IC : internal coupling connect component output to
component input;

« Select : the tie breaking function to arbitrate the occur-
rence of simultaneous events;

Fig. 2. Internal structure of atomic models ([15]) Let us consider a coupling component, which consists
of a set of atomic component®; whered Cc N. At
time¢, an atomic componemtis in stateS; sinceey (time
passed since the last change statel)of The time dur-
ing which each componedtmust remain in stats}; if no

contrary, it receives external eveltby its input port, and
the external transition functiofy.,; will then specify how

m chan his effect. Then, an evVewhich .
system changes due to this effect. Then, an evenhic external event occurred ta4(S;). As a result, a compo-

is generated by output functiok is sent to output port. nentd will stay at S, for oy = tag(Sy) — eq. AN inter-

Based on current state, value of external event and the o vents.., is scheduled for the componediat ¢ i
of time advance function, the next stafeis computed. it P d:

From the outside, this model looks like a black box. Suppose thata is the time scheduled for the first inter-

. . . al event therta is the smallest value of ath;(.Sy), that
However, a biological system does not contain only suc . T
. o meansta = Min{(taq(Sq))/d C N}. The priority list
a simple component. In fact, it is composed of many co

! . . r%-elect allows us to choose among various components
plex components, which are described with sets of syb- . .
gvmg the same,. The atomic component chooses ex-

components organized in many levels. _Zelgler Intmdua(aacutes its output function and sends the result to all it's in-
the coupled model type to fit these requirements.

fluenced neighbours. Then, this component starts the inter-
nal transition functiony;,,;, and changes state. We can ex-
plore the effects of an arriving external event on an atomic

A coupled model is composed by a set of componergg,del in the same way. These behavioral components are
(which are atomic or coupled models, see fig 3) and tjger-connected to exchange information through their in-
coupling of these components. It is defined by a set gfi/output ports (also called detectors and effectors). Due
input, output ports, a set of constituted components, affihe recursion sheme, such a component can be consid-
coupling among these components. Coupled models glaq in turn like a basic element in a larger mode!.
low hierarchical modelling and from a higher level a cou- Furthermore, Zeigler formalisms do not only model dis-
pled model can be expressed as an atomic model [18]. Thgte event system, but also deal with continuous and hy-
hierarchical aspects of biological system can therefore gy system thanks to DEV&DESS. This is an extension
naturally modelled with DEVS. of DEVS that includes DEVS, DESS and DTSS. Conse-
qguently, it is possible to specify some system components
by Differential Equations and the others by Discrete Event
or Discrete Time systems, the different parts being in in-
teraction to constitute the whole system dynamics.

In biological systems, not only do the dynamic pro-
cesses vary in time, but also does the topology (see [5]).
Clearly, a perturbation of the topology of biological system

B.2 Coupled model

CM G will affect its evolution both in its (re-)organization and
Fig. 3. Coupled models its dynamics. These two aspects are indissociably linked,
so that the dynamics may be considered as a consequence
Coupled model has the following structure: of the topological, geometrical and dynamical coupling of
C=<X,Y,N, My, EIC,EOC, IC, Select > the processes involved. Unfortunately, the geometical in-
« X : setof input ports and values; formation cannot be represented in Zeigler's formalisms.

o Y : set of output ports and values;
o N : subcomponents list;

e M, : foreachd C N, M, is a component described in  Multi-agent systems (MAS), developed within the

form of atomic model; framework of distributed artificial intelligence, represent

o EIC : external input coupling connect external input ta promising tool to model the dynamics of space aware
component input; systems. MAS allow us to represent hierarchy and ge-

C. Multi-agents systems and simulation



ometrical informations, but then lack a formal specificarization of any biological system according to its hierar-
tion, making mathematical demonstrations impossible. lohical graph model.
deed, there are numerous formal specifications for MAS,
for example Object-Z [12], Petri nets ([2], [16]), the col¢ 3 Agent
ored Petri nets [3], etc. These formalisms are used to de-
scribe architectures, behaviors, etc of MAS and agents, buB.2 Atomic agent.  First, we use a DEVS model to
the hierarchical concept is not supported by any of thefgscribe atomic agents. Based on this elementary agent,
However, as hierarchy is one of the most important of iftigher-level agents called composed agents are built.
tegrative physiology fundamental concepts [6], we had toDEV'S ={X, Y, S, 0cxt, dints A}
combine Zeigler formalisms ans MAS in order to circum- D EV S model for an atomic agent
vent both the lack of formaillsm in MAS and the lack of . sansors set
geometrical representation in DEVS. .
. . Y : effectors set

Agents are implemented to have internal data represen- ib|

tation (memory or state). They possess also means forg - agent possible states set

modifying their intemal data representation (perceptio@.&b Composed agent. We adopt a recursive definition

and means for modifying their environment (behavior), :
. . . .of composed agent based on atomic agent and composed
Different types of agent and their concrete implementatign
aé;ent of a lower level.

can be found in ([14], [1]). For our study purpose, we use q q .
exclusively situated reactive agents. A situated agent live<SOMPOsed agert- composed agent | atomic agent

in an environment where the space is explicitly described. The DEVS coupled model for composed agent

A multi-agent system is made up of a set of agentsN = (X, Y, D, {Mg}, {Ia},{Za})
evolving in a common environment. Situated MAS are where X is the set of input events; Y is the set of output
generally made of elementary memoryless agents weébents; D is an index for the components of the coupled
a defined position in time and space. Reactive situatagent{)/;}: set of constituted agentaid € D, M, is a
agents perform their actions as a consequence of the frsic agent (that is, an atomic or composed agépi3,the
ception of signals coming either from other agents or froset of influences of agent d (that is, the agents that can be
the environment, and are sensitive to the spatial relatianfluenced by outputs of agent d), avigl€ I, Zy; is the d
ships that determine constraints and abilities for actionstag translation function. We can see that composed agents
well as privileged cooperation relationships. The enviroare defined as a set of basic components (atomic or cou-
ment in which agents are situated can reproduce a physisledd) interconnected through the agent’s interfaces. The

space. translation function is in charge of converting the outputs
N of an agent into inputs for the others whéyedescribe a
C.1 MAS decomposition composed agent.

In the outline of Duboz [8], let us make a formal de-
scription of a MAS with DEVS. For this purpose, we CONe 4 |nteraction
sider our model according to the four dimensions identi-

fied by Yves Demazeau in his methodology "vowels" [7]: The basic interactions between agents are realized by
"Agents", "Environment", "Interactions" and "OrganizaﬁXChanging messages with their environment via sensors

tion" and effectors.
o Perception is represented in DEVS by the arrival of ex-
C.2 Organization ternal events, which cause state changes of at least one

An organization is considered as a configuration that de@mponent. We consider the perception of an agent as the
scribes how its members act on each other to achieve gh@nge of its internal state due to an external event (exter-
goal. In this context, the DEVS coupled models allow taal stimulus).
integrate various agents in order to form composed agenfction refers to pro-action and reaction. Regarding
(called group of agents). The whole task is then divided agent A as a coupled DEVS, the set of all external tran-
a set of secondary tasks, which are distributed to the graifion functions that do not receive events from coupled
members of the MAS. The MAS hierarchical organizatiomodel input ports, plus all internal transition functions,
is naturally described by the definition of the atomic andefine the autonomous behavior of this agent (pro-action).
composed agents. The MAS recursion scheme allowsAlktransition functions driven by external events define the
to represent the hierarchical nature of the functional org@actional behaviour of the agent.



C.5 Environment The hippocampus is part of the cerebrum, and it's one

Within the framework of integrative physiology [6], theOf the area of the brain thaF deals yvith memory. The hip-
gcampus plays an essential role in many normal physio-

operation of biological systems strongly depends on tf

geometrical distribution of the constituent entities, and t %g(;cal functlofns, SLi?h as |nfor|r|r1at|9n procesisn;]g, !earrilr]ng
environment of MAS, i.e. the structure in which agen nhd memory formation, as well as in Several physiopatno-

evolve, will take into account this information. Generall S:S'Zal conditions, such as epilepsy and Alzheimer's dis-

the environment may be [10]:

+ an interaction medium We have developed a simple example simulating the

« aspace in which agents can move around; ?l_pp:campr)]gs tissue, ulsmlg a spa(;etawalile L\I/I,?(S (i'Z? ma-
« a place where resources are available. rix for a hippocampal slice) an € modgkin Huxiey
. N model [11] for neuron-agents implemented through the
For our study purpose, "environment" corresponds to K owi .
. ) o " following DEV&DESS model:
space in which the agents have an explicit position. It is
HH = {X, Y, S, ta, (5mt, Cmt, /\, 5eacta f}

considered as a surface divided into cells (see fig 4). En- o / _
vironment is viewed as a collection of (n >= 1) cells The neuron behavior is considered as a hybrid process,

and these cells have a definite size (in a two dimensidh§ Intérnal evolution is continue, emission and reception
environment, a cell is defined by its height and its widt®! ction are"dlsgrete. The szlstem has two output: a dis-
as consequence the environment size (n x height) x Crete output "action potential” and a continue output "po-

(n x width). These cells form a matrix whose size is gd€ntial". The continue state variable potentialis used
t8r1ake into account internal potential evolution. The neu-

termined by grid parameters. Each cell can contain one ) . o
more elements. The cells not hosting any entity have valifé! Will produce an "action potential” valuéd, » when
V. V is then reset to resting potenti@l.;.

0. The value of the other cells corresponds to the dens%yZ
of the elements that they contain. ,
S = Sdzscr U Scont

Sdiser . Lstate|state = {active, passive}}

& 3 Seont  {V|V € R}

Xy |[* dv
Oext(V,x,t) =V + g + fwy)

if state = active thenstate = passive
else state = active

V =Vrest

Oint(state, V')

A(state) :

Fig. 4. Environment matrix . ) . .
if state = active then make an impulsion

Environment constitutes an essential part of situated Otherwise nothing
MAS but only a few works were devoted to their mod- ¢q(state, V)
elling [10]. We believe that it is important to conceive
a MAS with a geometrical space representation because if state = passive thenta(state, V) = +oo if V<V

an explicit definition of the spatial structure of agent en- ta(state, V) =0 if V>V
vironment allows the definition of distance and adjacency otherwise ta(state,V) = tyey
among situated agents. Our solution provides a model that

Cm&(‘/, x, t)

can take into account not only the system hierarchical na-~" :
. ) ) =true ifV5>40

ture but also the spatial relationship between agents, and .

) =false otherwise
even the changes in the system geometry.

With Huxley-Hodgkin model is described by:
[1l. A PPLICATION f= V' = (Guam’h(Va — V) + gien*(Vic — V)
In order to illustrate the potential of our approach for +9L(Vrest = V) + Linj(t))/Cm

complex system simulation, we have made an application
in the biological neural network field, a case study being Results of the simulations are available in the form of
the hippocampus. videos at http://oss.ephe.sorbonne:fitmluan/index.htm.



IV. CONCLUSION ization of a spatialized multi-agent system using coloured Petri
) ) ] nets for the study of a hunting management sysfein Rash et
With our method, the integration of well-known ap-  al. (Eds): FAABS 2000, Lecture Notes in Artificial Intelligence,

proaches (hierarchical graphs, DEVS and agent based sim- 1871: 123-132.
ulation) gives a complete process for studying the dynal[ﬁl K. Jensen (1997)C_o|oured Pe_tri nets_: basic concepts, analysis
ics of complex systems made up of interacting parts, what: methods and practical usBerlin: Springer.

. . = Center for the study of complex systenfhe Study of Complex
ever the field of the considered system. Once defined and systemsttp://www.pscs.umich.edu/CSCS/complexity.html.
build, running such a model relies on instantiating agen® G. A. Chauvet (1993)Hierarchical functional organization of
population, letting the agents interact in the space aware formal biological systems: a dynamical approach. I. An increase

. . : : : . of complexity by self-association increases the domain of stability
environment, thus leading to a simulation while monitor of a biological systerPhil Trans Roy Soc London B 339: 425-

ing what happens. 444,
In our proposed method, the system modelling proce§k G. A. Chauvet (1996)Theoretical systems in Biology: Hierarchi-
is based on the decomposition of a given real system into cal and Functional Integratiowolume |, Il, Ill. Oxford : Perga-

i . ; . ; mon.
various inter-connected elements using hierarchical graphs Y. Demazeau (1995from interactions to collective behaviors in

to represent the system structural organization. Each ele- agent-based systemis Proceeding of First European Conference
ment is represented by a node, which can be described by a on Cognitive Science.
subgraph on a different hierarchical level, and the conné@&- R. g[JIPOZ_(2004|)-'nt_egf?“9n dde modeles heterogle”es pourl_'a
tion is represented by an edge, forming a multi-scale graph Medelisation et la simulation de Systémes complexes: Applica-

} . ) . tion la modélisation multi-échelles en Ecologie marifidéese.
a"_tOQEther- From t_he l_JEhanral point of view, a h'?rar' Ecole doctorale de I'Université du Littoral - Céte d’Opale.
chical DEVS formalism is used to describe the behavior [ G. Engels and A. Schiirr (1995Encapsulated Hierarchical
components that are implemented as agents in a situated Graphs, Graph Types, and Meta TypBepartement of computer
MAS. At the lowest level, an atomic DEVS componerf’lo; science, Leiden university.

0

. . . . J. Ferber (1995) es systémes multi-agents: vers une intelligence
corresponding to an atomic node describes the behavio collective InterEditions. Paris.

an agent in the situated MAS. At the higher level, a copr1] A. L. Hodgkin and A. F. Huxley (1952)A Quantitative Descrip-
pled DEVS describes a system as a network of coupled tion of Membrane Current and its Application to Conduction and
components whose connections denote how componenéf Excitation in NerveJournal of Physiology. 500-544.

. . . . [12] V. Hilaire, A. Koukam, P. Gruer, J-P Muller (2000formal Spec-
influence each other, according to the graph of mteractlo[n ification and Prototyping of Multi-agent Systenhecture Notes

that represents the organization. Moreover, an explicit def- in computer Science (vol 1972: 114-127).
inition of the spatial structure of agents environment &3] N. R. Jennings (2001An Agent-based Approach for Building

lows the definition of distance and adjacency among situ- Complex Software SysterdCM 44(4): 35-41. _
ated agents. Thus. our broposed solution provides a mo%éll P. Paruchuri, A. R. Pullalarevu and K. Karlapalem (200lti
g ) ! prop P agent simulation of unorganized traffiProceedings of the first

that can take into account not only the system hierarchi- international joint conference on Autonomous agents and multia-
cal nature but also the spatial and geometrical relationship gent systems. Bologna, Italy. 176 - 183.
between agents that we believe has a significant meanng”’] A. M. Uhrmacher and B. Schattenberg (1998yent in discrete

. . , . event simulationEuropean Simulation Symposium "Simulation
With Ziegler's formalisms, agent-based models can be in Industry - Simulation Technology: Science and Art" (ESS’98),

combined with equation-based models because, within an Nottingham, SCS Publications, 129-136.

individual agent, behavioral decisions may be done 6] F. Vernadat, A. Lanusse and P. Azéma (19949délisation par

evaluating theses equations [17]. réseaux de Petri d'un langage acteur : Application a la vérifica-

. . . tion de systémes multi-agenfsctes des 2émes Journées Franco-
We have presented in this paper a general modelling phones IAD-SMA.

and simulation method based on (i) hierarchical graphs 07 H. V. D. Parunak and R. S., Rick L. Riolo (1998\gent-

abling multiscale analysis, (ii) DEV&DESS bringing a hi-  Based Modeling vs. Equation-Based Modeling: A Case Study and

erarchical formalism for agent specification, and (jii) a sit-  Users’ Guide Proceedings of Multi-agent systems and Agent-
ted MAS reflecting the system geometry. The attractive; based Simulation, Springer.

ua ) g_ y, g Y- ) ] ﬁ8] B.P. Zeigler, H. Praehofer and T.G. Kim (200Theory of Mod-

ness of this method lies on its ability to be used in various " eling and Simulation: Integrating Discrete Event and Continuous

domains, and thus to reduce the model building cost. Complex Dynamic Systen#scademic Press.
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