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What proteins are made from, as the working parts of the living cells protein machines? To answer this 
question, we need a technology to disassemble proteins onto elementary functional details and to 
prepare lumped description of such details. Our hypothesis is that informational approach to this 
problem is possible. We propose a way of hierarchical classification of amino acids that makes the 
primary structure of protein maximally non-random. In order to formalize this idea we follow [1,2] 
and analyse frequency dictionaries of short protein fragments, and relative entropies of such frequency 
dictionaries. The entropic optimality principle is formulated and applied for amino acids 
classifications for various databases of primary protein sequences. In contrary to the widespread 
MaxEnt approach (that is, of maximal disorder), we deal with the principle of maximal order. The 
following properties of amino acids binary informational classifications are studied 1) the existence 
and uniqueness of optimal classification for given frequency dictionary, 2) structure of the set of 
highly informative classifications in the vicinity of the optimal one, 3) stability/instability of the 
optimal classification with respect to variations of the frequency dictionary, 4) similarity between 
classifications constructed on the basis of 2-letter words frequencies and those constructed on the basis 
3, 4 and 5-letter words frequencies. We compared informational binary classifications of amino acids 
with classifications obtained by other methods. Amino acids groupings mentioned in most of reviewed 
papers do have moderate similarity with two types of Hydrophobic/Polar classification while 
informational classifications is shifted to Charged/Uncharged property. Classification of [3] is the only 
one to be rather close to informational classifications. Detailed statistic data are published in preprint 
[2]. The binary informational classification gives us “the first letter of protein alphabet”. Algorithms of 
hierarchical information classification are developed in order to find the following “letters”. On each 
level of hierarchy we find the optimal classification that is independent (with given accuracy) of 
classifications obtained on the previous levels. The second level is surprisingly independent of all 
known “usual” amino acids classifications. Below the example of the first and the second 
classifications is presented for E-coli proteome (number of proteins is 5797 [4]): 

1st classification:  1st class: A,C,D,E,F,G,I,K,L,M,N,P,S,T,V;  2nd class: H,Q,R,W,Y. 
2nd classification  1st class: A,E,K,L,M,P,Q,R,T,V,W;              2nd class: C,D,F,G,H,I,N,S,Y. 

Binary classification tree: Zero level (one class) {A,C,D,E,F,G,H,I,K,L,M,N,P,Q,R,S,T,V,W,Y} 
First level (two classes) {A,C,D,E,F,G,I,K,L,M,N,P,S,T,V}, {H,Q,R,W,Y} 

Third level (four classes) {A,E,K,L,M,P,T,V}, {C,D,F,G,I,N,S}, {Q,R,W}, {H,Y}. 
The next step of the research program should be the informational classifications analysis of 2 and 3-
symbol elements of primary structures presented as a sequence of 2 and 3-letters elements and so on.  
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